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IV.Few-shot Adaptation
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Table 2: Cross-domain few-shot action recognition accuracy. We assess the
performance of 5-way 1-shot and 5-shot top-1 action recognition accuracy on three
egocentric datasets, EPIC-Kitchens (EPIC), MECCANO (MEC), and WEAR. The
Ego4D dataset is used as the source dataset. We report an average of 600 runs of few-
shot evaluation with 95% confidence interval. We present the results of our method
that adopts the mask ratio ⇢infer = 0.75 and ensemble number P = 2. The best values
are shown in bold.

Method
1-shot 5-shot

EPIC MEC WEAR EPIC MEC WEAR
Random Initialization 29.20±.37 23.10±.24 25.96±.27 40.28±.42 27.04±.28 38.71±.36

VideoMAE [55] 35.07±.41 27.75±.31 44.65±.38 47.13±.43 35.92±.33 63.92±.35

STARTUP++ [37] 35.18±.43 26.84±.30 39.15±.35 50.24±.45 34.05±.31 59.88±.36

Dynamic Distill++ [19] 36.96±.43 27.87±.30 35.84±.32 53.78±.47 37.87±.33 56.23±.35

CDFSL-V [47] 38.17±.44 26.03±.29 39.11±.35 53.72±.91 35.64±.32 58.27±.36

Ours 41.97±.46 28.34±.30 51.25±.40 58.70±.90 37.80±.46 69.57±.37

Table 3: Cross-domain few-shot action recognition accuracy. We assess the
performance of 5-way 1-shot and 5-shot top-1 action recognition accuracy on three
egocentric datasets, EPIC-Kitchens (EPIC), MECCANO (MEC), and WEAR. The
Ego4D dataset is used as the source dataset. We report an average of 600 runs of few-
shot evaluation with 95% confidence interval. We present the results of our method
that adopts the mask ratio ⇢infer = 0.75 and ensemble number P = 2. The best values
are shown in bold.

Method
Runtime

(ms) GFLOPs Memory
(MiB)

1-shot 5-shot

EPIC MEC WEAR EPIC MEC WEAR
Random Initialization

22.1 68.5 2782

29.20±.37 23.10±.24 25.96±.27 40.28±.42 27.04±.28 38.71±.36

VideoMAE [NeurIPS’22] 35.07±.41 27.75±.31 44.65±.38 47.13±.43 35.92±.33 63.92±.35

STARTUP++ [ICLR’21] 35.18±.43 26.84±.30 39.15±.35 50.24±.45 34.05±.31 59.88±.36

Dynamic Distill++ [NeurIPS’21] 36.96±.43 27.87±.30 35.84±.32 53.78±.47 37.87±.33 56.23±.35

CDFSL-V [ICCV’23] 38.17±.44 26.03±.29 39.11±.35 53.72±.91 35.64±.32 58.27±.36

Ours 9.64 37.0 968 41.97±.46 28.34±.30 51.25±.40 58.70±.90 37.80±.46 69.57±.37

4.2 Comparison Methods

– Random Initialization is used as our baseline for the experiment. This
method entails learning a logistic regression classifier on top of an untrained
VideoMAE encoder.

– VideoMAE [55] is used as our baseline, whose parameters are initialized
with pretrained on the source (Ego4D) and fine-tuned on the support set.

– STARTUP++ [37] is a modified version of STARTUP, used in CDFSL-V
for a fair comparison. It replaces supervised training during the pretrain-
ing stage of the STARTUP with self-supervised pretraining on the source
dataset using VideoMAE. Subsequently, following STARTUP, it performs
the representation learning with the KL-divergence loss and self-supervised
contrastive loss [3].

Background Issues
Abundant Domain Scarce Domain 1. Domain Adaptability

• Solely rely on RGB
• Using multimodal is unexplored

2. Inference Cost
• Process desely-sampled frames
• Computational cost for resource 

limited devices

Ø Address a novel challenging, but practical 
problem: CD-FSL with unlabeled target and 
multimodal input

Ø Propose MM-CDFSL, a novel approach for CDFSL 
for egocentric action recognition

Ø Achieve SOTA in both accuracy & inference cost 

Previous Related Problem Setup
q Few-Shot
• MAML [ICML’17], ProtoNet [NeurIPS’17]

q Cross-Domain Few-Shot
• BS-CDFSL [ECCV’20]

q Cross-Domain Few-Shot w/ unlabeled target
• STARTUP [ICLR’21], Dynamic Distill [NeurIPS’21],

CDFSL-V [ICCV’23]

Meta-Training 
(all 𝑚 modalities)
Source Dataset: 𝐷!
Unlabeled Target Dataset: 𝐷"!

Meta-Test
(only RGB)
Target Dataset: 𝐷"
Support Set: 𝑆 (N-way K-shot)
Query Set: 𝑄 (N classes)
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Table 3: Inference cost. Ours adopts the mask ratio ⇢infer = 0.75 and ensemble
number P = 2. Note that existing methods use all tokens from input frames; thus,
they have the same values across all metrics. We use a machine equipped with Intel
Xeon W-3235 CPU, 128GB RAM, and the NVIDIA Titan RTX GPU to compute the
inference cost.

Method Runtime
(ms) GFLOPs Memory

(MiB)
Random Initialization

22.1 68.5 2782
VideoMAE [52]
STARTUP++ [34]
Dynamic Distillation++ [19]
CDFSL-V [44]

Ours 9.64 37.0 968

Table 4: Loss component ablation study in
the pretraining stage. Only reconstruction is
when �cem = 0 in Eq. (2). All results are reported
with the same mask ratio and ensemble number
(⇢infer = 0.75, P = 2)

Method Lsource
recon Ltarget

recon Lsource
ce 1-shot 5-shot

Only reconstruction X X 35.42 49.82
Only source X X 40.50 56.43
Ours X X X 41.97 58.70

Table 5: Ablation study on
the multimodal distillation
stage. Only RGB Training row
shows the accuracy without dis-
tilling the multimodal informa-
tion at the second training stage.

Method 1-shot 5-shot

Only RGB Training 46.17 67.19
RGB+Pose 49.39 67.90
Ours 51.25 69.57

4.3 Quantitative Comparison

We compare the performance of 5-way 1-shot and 5-shot top-1 action recognition
accuracy and inference cost with the prior methods, trained on the Ego4D [12]
dataset as the source domain, on three egocentric datasets as the target domain:
EPIC-Kitchens [5] in the cooking domain, MECCANO [40] in the industrial-like
domain, and WEAR [1] in the outdoor workout domain. We report the accuracy
and inference cost of our proposed method with the mask ratio of ⇢infer of 0.75,
using the ensemble number P = 2. Tab. 2 and Tab. 3 show that the proposed
method consistently outperforms the state-of-the-art CD-FSL with unlabeled
target data methods regarding action recognition accuracy and inference cost.
Few-Shot Action Recognition Accuracy. Our proposed model outperforms
the CDFSL-V by 6.10 points and the Dynamic Distillation++ by 6.07 points on
the average of three datasets regarding the 5-shot action recognition accuracy.
Significant improvement can be seen in 5-shot accuracy on the WEAR dataset
(from 58.28 to 69.57) as our method leverages the multiple modalities during
training, further mitigating the domain gap between source and target. Also,
our model outperforms the CDFSL-V by 6.12 points and the Dynamic Distilla-
tion++ by 6.95 points on average of three datasets in the 1-shot setting, even
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Limitations & Future Work
v Multimodal data for both source and target
• Missing modality cases during training

v Eaually distilling multiple modalities
• Dynamical adjustment of distillation weights according to the 

modality’s relevance in the target domain
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