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Background

Issues

Ø First work that investigates the potential 
benefits of incorporating ego-motion in 
egocentric 2D hand forecasting task

Ø Propose simple but effective approach, EMAG
Ø Validated on Ego4D and EPIC-Kitchens in intra 

and cross-dataset scenarios

Task Definition

Proposed Method

Limitations & Future Work
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Experimental Results

1. Ego-motion incorporation
• Take ego-motion as input
• Forecasting future ego-motion

2. Generalization ability
• Robustness to novel scene

Qualitative Results

Camera motion (ego-motion) !

EMAG 11

Table 1: Intra-dataset evaluation. We assess the performance of future hand fore-
casting on two large-scale egocentric datasets, Ego4D and EPIC-Kitchens 55. In terms
of input modalities, the symbols Th, To, Gr, Gf , E represents trajectory information of
hands and objects, global information of RGB and optical flow, and ego-motion in-
formation, respectively. Note that no backbone is used in CVM, KF, and Seq2Seq as
these methods predict based on past trajectories and do not input RGB or optical flow
frames. The best values are shown in bold, and the second best values are shown with
underline.

Method
Ego4D ! Ego4D EPIC ! EPIC EPIC ! Ego4D Ego4D ! EPIC

ADE # FDE # ADE # FDE # ADE # FDE # ADE # FDE #

CVM [1] 108.11 143.23 141.70 155.40 108.11 143.23 141.70 155.40
KF [2] 71.23 72.87 70.58 75.60 71.23 72.87 70.58 75.60
Seq2Seq[3] 55.91 60.72 62.24 67.85 62.43 67.85 67.97 72.26
OCT [4] 49.40 54.73 53.85 59.06 57.74 59.10 64.97 65.84
I3D + Regression [5] 49.27 53.04 49.64 54.83 59.72 61.72 51.70 58.37
Ours 48.99 52.83 48.78 54.03 53.67 56.36 51.03 56.78
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Table 5: Input modality ablation study.
Ablation study on the input modalities on
Ego4D and EPIC-Kitchens 55. We summarize
the results of two scenarios, intra or cross-
dataset. The last column is the result of the
proposed method, which uses all the modal in-
formation.

Object RGB Flow Ego
Intra Cross

ADE # FDE # ADE # FDE #

X X X 48.76 53.79 52.78 57.02
X X X 50.08 54.83 53.30 57.54
X X X 51.00 54.78 54,74 57.93
X X X 48.35 53.24 52.89 57.02

X X X X 48.89 53.43 52.35 56.57

Table 6: Loss component abla-
tion study. Ablation study on ego-
motion estimation loss on the two
datasets in intra and cross-dataset
scenarios to verify the effectiveness
of propagating ego-motion estima-
tion loss.

Method
Intra Cross

ADE # FDE # ADE # FDE #

w/o Lego 49.66 54.26 52.84 57.08
w/ Lego (Ours) 48.89 53.43 52.35 56.57

action categories. In contrast, although the I3D + Regression method performs
well in the cooking category, which is included in the training dataset, a signifi-
cant performance gap can be seen in other categories compared to the cooking
category. This occurs because I3D + Regression tends to overfit to the context
and background of the training data, particularly in the cooking category.

4.6 Ablation Analysis

Input modality. The ablation study focuses on the input modalities to ver-
ify the contribution of each input component to the overall performance in
intra/cross-dataset settings. We experiment by removing each input modality:
bounding boxes of objects, RGB frame, optical flow, and ego-motion informa-
tion. As shown in Tab. 5, the absence of visual or flow information degrades the
performance by 2.4% (from 48.89 to 50.08) and 4.3% (from 48.89 to 51.00) on
intra-dataset evaluation on average, respectively.

Moreover, although the absence of object or ego-motion information outper-
forms the proposed method on intra-dataset evaluation (See Supp. B.1), these
methods degrade the prediction performance on cross-dataset scenarios. This
performance deterioration on cross-dataset scenarios indicates that leveraging
all input modalities (the proposed method), including ego-motion information,
is beneficial for unseen scenes.
Loss. We also perform an ablation study on the loss function. We evaluate the
advantage of the ego-motion estimation loss term Lego in Eq. (9). Tab. 6 shows
that training the proposed method without the ego-motion estimation loss Lego
deteriorates hand forecasting performance by 1.6% and 0.9% in terms of ADE
in the intra/cross-dataset scenario, respectively. This degradation verifies the
effectiveness of the proposed method, which forecasts the camera wearer’s future
ego-motion as an auxiliary task.
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Intra & Cross-Dataset Evaluation

Input Ablation Loss Ablation

Task: 2D Hand Forecasting
Observation: 2s, Forecsting: 1s

𝒙𝒑𝟏: frame 0.25s after the last observed frame
𝒙𝒑𝟐: frame of 0.5s after
𝒙𝒑𝟑: frame of 0.75s after
𝒙𝒑𝟒: frame of 1s after

Predict hand location "𝒉𝒊𝒍, "𝒉𝒊𝒓 , where
𝒊 ∈ 𝒑𝟏, 𝒑𝟐, 𝒑𝟑, 𝒑𝟒 , on 2D image coordinate

v Forecasting in 3D
v More interesting scenario where hands are 

out-of-view in several frames during 
observation
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